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Abstract
Explainability has been proposed as an approach to robot failure 
recovery, facilitating understanding and repairing trust, especially 
relevant in domestic assistive tasks. This study conducts a pre­
liminary exploration of older adults’ preferences regarding the 
content and context of robot-generated explanations for failures 
to guide future research. An exploratory study was conducted in 
three phases: 1) gathering high-level requirements from caregivers, 
2) implementing a semi-autonomous robot for object retrieval that 
identifies and explains different types of failures, and 3) engaging 
N=8 older adults in real-life interactions as well as in focus groups 
to assess their perspectives. Our preliminary observations highlight 
a tension in preferences: a general desire for short, direct expla­
nations to minimize disruption, versus a need for more detailed, 
actionable explanations specifically in failure cases. Crucially, we 
also note that these preferences are unstable and contextually con­
structed, reinforcing that the technical failures cannot be separated 
from their social context, as users’ experiences and opinions are 
shaped by both the robot’s functional capabilities and the values 
and organisational settings in which they are introduced.

CCS Concepts
• Human-centered computing → Interaction design process 
and methods; Field studies.
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1 Introduction
As populations age, there is an increasing focus on “ageing in place”, 
where older adults maintain their independence by continuing to 
live in their own homes rather than transitioning to assisted living 
facilities [4]. Assistive technologies, such as home robots, have 
emerged as a promising solution to support older adults in their 
daily activities, providing physical assistance [19] and cognitive and 
social stimulation [3, 15]. However, due to the technical limitations 
on robots’ capabilities and the complexity of domestic assistive 
tasks, it is likely that such robots will experience failures of varying 
kinds, which can negatively impact trust and acceptance [7].

One strategy for recovering from such failures is for the robot 
to produce explanations for why the failure occurred [21]. If a 
robot can explain why it failed to complete a task, it can foster an 
improved understanding of the robot’s decision-making in the user, 
and bridge the gap between the user’s expectations of the robot 
and the reality of its capabilities and reasoning [7]. Indeed, work 
in this area has highlighted many important factors impacting a 
failure explanation’s impact, including the timing [13], inclusion of 
context [8], type of failure and the user’s situational awareness [12].

To successfully deploy robots in users’ homes, it is crucial to 
include end users, such as older adults and caregivers, early in the 
design process, so that both the functionality and explanations 
of a robot are relevant and useful for end users [11]. Such an in­
clusive approach is especially important for older adults, whose 
experiences and perspectives are often overlooked in the design of 
technologies [14]. While there has been some work co-designing 
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(a) Co-Design with Caregivers (b) Implementation of Task

(c) In Situ Session (d) Focus Group

Figure 1: An overview of our study: (a) initial requirements gathering sessions with 
caregivers; (b) the implementation of the object retrieval task and failure explanations; 
(c) in situ sessions with participants to familiarise them with the robot and gather 
feedback and (d) focus group sessions to gather additional feedback and brainstorm 
improvements for the robot’s explanations.

robotic solutions for older adults in domestic environments [15, 18], 
to the best of our knowledge, this work represents one of the first 
focused explorations into failure explanations for assistive tasks 
for older adults in domestic environments.

Therefore, this study aims to explore the following research 
question: What failure explanations are preferred by older adults 
when it comes to understanding and interacting with a household 
robot?  To that end, we conduct a qualitative study consisting of 
four phases (see Fig. 1): 1) requirements gathering with caregivers, 
2) the implementation of an object retrieval task for a robot in do­
mestic environments, including the identification and explanation 
of failures, 3) one-on-one sessions with older adults interacting 
with the robot in their own homes, and 4) focus group sessions 
with participants to gather additional feedback and reflections. This 
study suggests that participants prefer short, direct explanations 
only when necessary, prioritising task performance and minimising 
disruption to daily life. We also provide a number of insights on the 
contextual impacts of the domestic environment on the relation­
ships between older adults and the robot, which may prove useful 
for future field studies in explainable, assistive robotics.

2 Initial Design
To better align our study with the needs of older adults in their 
homes, we began by conducting workshops and one-on-one in­
terviews with caregivers1. The aim of these initial sessions was 
to identify tasks for which robotic intervention could meaning­
fully assist older adults and how explainability could factor into 
the task design. Together with the caregivers, we identified object 
retrieval, where a robot could assist users in finding and retrieving 
objects around the house, as a useful task. As navigation, object 
detection and grasping are all challenging, especially in domestic 

1https://www.suara.coop/en

contexts, we noted that failure is likely to occur, highlighting the 
need to identify and explain failures. Following these requirements, 
we implemented the object retrieval task2 for the Stretch RE2 (see 
Fig. 1b), which has seen use in a number of indoor assistive robot 
studies [2, 17]. Upon receiving the command to fetch an object, the 
robot searches each room in a house until the object is found. It then 
grasps the object (if found) and returns to the user to hand it over.

We identify two particularly relevant failure types for our in situ 
study: navigation failure, which occurs if the robot cannot reach a 
destination, and grasping failure, which occurs if the robot is not 
able to grasp an object. Given these possible failures, we define 
a number of templated natural language explanations that can 
be provided at various stages of the task. The first is the narrative 
explanation, which describes a given robot execution. It can be given 
at the start of a task, describing a planned trajectory (e.g., “I will go 
to the kitchen to find the cup.”) or at the end of a task, describing 
a past trajectory (e.g., “I went to the kitchen and then tried to go 
to the bathroom, but my path was blocked.”). The second type is 
the expectation briefing, where the robot informs the user about 
possible attributes of its future task. This could set expectations of 
possible failures (e.g., “It’s possible I could fail: I might not find the 
cup, or my way could be blocked, or I might struggle to pick it up.”), 
or about other attributes such as the time to complete the task.

The robot can also provide task confirmation utterances when 
a user gives a command (e.g., “I will fetch you the cup.”) and task 
outcome utterances to express whether the task succeeded or failed 
(e.g., “Here is the cup” in a success case, “I wasn’t able to bring 
you the cup” in a failure case). Finally, a progress update combines 
elements of a narrative explanation and a task outcome to provide 
updates on the robot’s task progress during its execution (e.g., “I 
haven’t found the cup yet, I will try the dining room next.”).

3 Field Study with Older Adults
To assess how robot explanations are perceived in a domestic con­
text, we conducted a study in which 𝑁 = 8 older adults (5 male, 
3 female, age 𝑀 = 82.38, 𝑆𝑇𝐷 = 7.25) interacted with the robot 
in their own homes3. The participants were recruited following 
a purposive sampling of volunteers from residents of two shel­
tered houses for independent older adults, ensuring variability in 
their gender and ages. Each session was conducted in either Cata­
lan or Spanish. During individual, in situ sessions, we conducted 
semi-structured interviews that allowed us to gather standardised 
information about participants while exploring in a deeper way 
other ideas that may emerge over the course of the interview. We 
then conducted two focus group sessions (FG1 𝑁 = 3; FG2 𝑁 = 3) 
in which participants came together to reflect and provide more 
detailed feedback about their experience with the robot. Two partic­
ipants (P3 and P6) abstained from participating for personal reasons. 
Both interviews and focus groups were analysed using a thematic 
analysis. We coded participants’ utterances concerning robot expla­
nations (length, frequency and type), task performance (attitudes 
towards success or failure), and interactional experience (volume, 
space navigation, relevance of the tasks, enjoyment, boredom).

2Details may be found at https://github.com/tamlinlove/domestic_stretch
3The study was approved by the ethics committee of the Spanish National Research 

Council (CSIC), reference number 228/2024.
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The purpose of the individual in situ sessions was to familiarise 
participants with the robot and the task, especially regarding failure 
and corresponding explanations, and to gather feedback about 
the experience in their homes. We conducted this session prior 
to more free-form focus group sessions in order to ground future 
brainstorming sessions in the reality of the robot’s embodiment and 
implementation. This is especially important in the case of older 
adults, whose familiarity with robots may be low [1].

Each session followed a fixed sequence. First, the interviewer, a 
PhD candidate with a background in social sciences and expertise 
in qualitative analysis, introduced the participant (Pi) to the ses­
sion goals, described the robot’s capabilities, and set expectations, 
emphasising that the robot might fail and that the session aimed to 
explore how robots should explain such failures. The interviewer 
also asked brief questions to assess the participant’s socio-economic 
background and familiarity with robots and technology. After this 
introduction, the participant completed five object-retrieval trials 
(T𝑖), each with a different configuration of failures, explanations 
and discussion topics, as outlined in Table 1. In each trial, the par­
ticipant requested an object and the trial ended when the robot 
returned, with or without the object, depending on failures. Dis­
cussions between the interviewer and participant occurred before 
and after the task execution. Afterwards, we conducted a debriefing 
session to explain the study’s aims and answer any questions.

4 Analysis of Findings
4.1 In Situ Sessions
Participants tended to prefer short, simple and direct explanations. 
While, at first, the fact that the robot could express itself was en­
tertaining, their attention soon shifted to whether the robot could 
perform the task and navigate the home environment. Participants 
expressed a desire for the robot to perform the task efficiently, 
quickly and unobtrusively, and this extended to its explanations.

P2: Just let it go for the bottle and don’t overwhelm me any 
further.

However, for T3 and T4, in which failures occurred, participants 
showed interest in the robot providing more in-depth explanations 
about the causes of failures, allowing them to take action to ensure 
successful task completion in the future. This matches findings in 
the literature, suggesting explanations should be actionable [6] and 
should only be given when the unexpected occurs [21].

P7: What I’d like is that if I tell the robot to grab something 
and it can’t, for whatever reason, it should let me know: 
“I wanted to grab the orange, but there was an obstacle”. 
Then you have to go there and see what the obstacle is.

While we attempted to assess participants’ mental models of 
the robot’s decision-making in T5, participants were not eager to 
take the robot’s perspective. Instead, some users showed interest in 
providing instructions to the robot on where to find the requested 
objects. They were not particularly interested in the robot’s mental 
model itself, but rather in its ability to easily translate their own 
particular understanding of their household to the robot by giving 
it instructions. Participants argued that they know their home and 
where they store their belongings, so it would be more efficient for 

them to guide the robot through the living space, facilitating task 
completion and reducing the time required.

P3: But it would be useful if you could tell it where to search. 
Because earlier, I told it “Bring the remote,” and it started 
looking for it. But if I say “Bring the remote that’s in 
the bedroom,” would that make it faster?

Participants did not show a particular preference regarding ex­
planation types, they were more concerned with length and fre­
quency. They preferred a robot to be as unobtrusive as possible 
in both behaviour and explanations. They wanted the robot to 
integrate seamlessly into their daily routines, which could be in­
terrupted by explanations. Thus, shorter, sparser and more direct 
explanations are less disruptive. Although some users highly valued 
having conversations with the robot, their preferences for expla­
nations suggest that they favoured verbal interaction focused on 
specific tasks and moments rather than sustained communication 
throughout their execution of daily routines.

4.2 Focus Group Sessions
During the focus group sessions, we were surprised by two factors: 
(1) the two focus groups displayed opposite preferences regarding 
the robot’s explanations and behaviour, and (2) these preferences 
seemed to have changed significantly for some participants com­
pared to their initial reactions during the in situ sessions. Contrary 
to our initial findings, the users in FG1 were in favour of longer ex­
planations. For them, the robot talking about its tasks and providing 
information contributed to a sense of companionship.

P2: [FG1] I think so, I did like it […] Because, to begin with, 
you have company.

However, the users in the FG2 preferred explanations to be as 
short as possible and, if feasible, would rather not have them at all. 
Even when asked about explanations in the case of failure, they 
maintained their preference for their absence. For them, explana­
tions delayed task completion and disrupted the flow of interaction.

P4: [FG2] For the robot to be useful to me […] it has to listen 
to me and do it. Not explain what it’s going to do.

P7: […]  If I must have a robot and wait 5 minutes for 
it to explain something to me, or if I have to explain 
something to it, some people will get very nervous.

5 Discussion
No stable or universal preference emerged regarding how robots 
should explain failures. Instead, preferences were deeply context-
dependent. The same people have different preferences depending 
on the context in which the question was asked, either at home 
during the in situ session or retrospectively during the focus groups. 
However, this does not imply that the answers are irrational or 
irrelevant; rather, it highlights the impossibility of separating the 
definition of technical problems from the social framework to which 
it is associated [5]. As has been identified with other healthcare 
technologies, a user’s experience with a specific device doesn’t 
depend exclusively on its functionalities, but on the interplay of 
people, places, procedures, and assistive or healthcare programs [9]. 
As such, the user’s attitude towards a robot is constructed within 
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Table 1: A summary of each trial (T𝑖) in the in situ session, showing the type of failure that was caused, when and how the robot produced explanations, and the focus of the 
discussion between the interviewer and participant.

Failure  Explanations Discussion FocusBefore Task During Task After Task
T1 None Narrative explanation Task outcome Initial impressions, explanation length
T2 None Expectation briefing Progress updates Task outcome Explanation timing, expectations vs. narratives
T3 Grasping Task confirmation Progress updates Task outcome Comparing explanations (failure vs. non-failure)
T4 Navigation Task confirmation Narrative explanation Failure explanations and handling
T5 None Task confirmation Narrative explanation User’s mental model of the robot’s decision-making

the context of the actual interaction, rather than stemming from a 
pre-existing and coherent disposition [20].

Indeed, various characteristics can be identified during the de­
sign process that may have contributed to shaping participants’ 
preferences. Elements of the in situ session contributed to create 
conceptual gaps between the real experience and the target appli­
cation. For example, some participants did not identify themselves 
as the target population for such a robot, viewing the robot as a 
tool better suited to users with reduced mobility. Others felt discon­
nected from the experience due to the use of predefined standard 
objects rather than objects belonging to the participants themselves.

P7: I honestly think it is very useful for people with mobility 
issues. […] For me, nowadays, it has little use.

Technical limitations can impact participants’ perceptions in 
various ways. Its slow movements, the difficulty of adjusting expla­
nation volume to an appropriate level, its tendency to get stuck in 
tight spaces and the use of predefined objects and not personal ones 
contributed to shaping the users’ perception of the robot as clumsy, 
requiring a more dynamic and less receptive attitude toward it.

P1: This is very slow […] I was about to grab the mug. Be­
cause I’m nervous and I don’t like slow things.

The focus group sessions corroborated these observations sug­
gesting that preferences were closely linked to how participants 
established contact and interacted with the robot. It became evi­
dent in both groups that the preference for brief explanations was 
associated with the perception of the robot as clumsy and slow.

P1: [FG1] It shouldn’t have to repeat when I ask for a glass 
and it says, “I’m going to get a glass.” It should just go 
straight to get the glass or the cloth or whatever. In that 
sense, it is very slow.

Emphasising the contextual nature of technological artifacts, 
Feenberg [10] proposes the instrumentalisation thesis. When a ro­
bot is introduced into a specific setting, what it is and the relations 
it enables depend on its use in a given environment. In that envi­
ronment, the conditions of possibility of their use are configured, 
which may be different from those originally intended and those 
that were contemplated in their design [10]. From this idea, it is 
especially relevant to introduce users’ perspectives in relation to 
care automation processes, because the relationships with the robot 
are shaped by factors both of the robot’s design and its environment 
of use. The functional possibilities of the robots and the values and 
organisational context where they are introduced configure users’ 
views, opinions, practices, and experiences.

Overall, the sessions suggest that experiences are shaped by 
interactions in context; which supports other findings on the use 

of social robots [8, 12]. Users do not merely reveal pre-existing 
preferences but construct them through interaction, negotiation, 
and reflection. Further research is warranted in order to understand 
the relationship between a user’s context and their explanation 
preferences.

6 Conclusion
This work presents preliminary insights on explanation delivery 
derived from in situ and focus group sessions. Our key preliminary 
observation is a tension between the immediate preference for un­
obtrusive, simple explanations and the need for detailed, actionable 
explanations during failure scenarios. Crucially, these preferences 
were contextually constructed and unstable throughout the study. 
Indeed, preferences evolved during the course of the in situ sessions 
and, in some cases, between the in situ sessions and focus groups. 
Factors such as the perceived task relevance, robot attributes such 
as appearance, speed and volume, and the setting of the interview 
all contributed to these preferences.

For future in situ design sessions, we can make the following 
recommendations. Firstly, it is important to ensure that the robot’s 
tasks are relevant to participants. While the object retrieval task 
was identified as useful, a wider range of assistive tasks could 
better engage participants, resulting in more personal investment 
in explaining and resolving failures. Related to this, it is crucial that 
the design sessions emulate the target application as faithfully as 
possible. While we have already taken considerable steps in this 
direction, conducting in situ sessions with the target population, 
it is clear that improvements can be made. A promising direction 
in this regard may be to conduct studies over extended periods of 
time [14]. This requires the robot to act autonomously and adapt 
to users’ preferences, ideally with a natural language interface for 
more flexible interaction and instruction [16]. Progressing in these 
areas may help to ensure that failure explanations are useful and 
contextually relevant for older adults at home.
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